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Optimal Remote Entanglement Distribution

Wenhan Dai

Abstract— Distributing entanglement between distant nodes is
an essential task in quantum networks. To achieve this task, quan-
tum repeaters have been introduced to perform entanglement
swapping. This paper offers a design of remote entanglement
distribution (RED) protocols that maximize the entanglement
distribution rate (EDR). We introduce the concept of enodes,
representing the entangled quantum bit (qubit) pairs in the
network. This concept enables us to design the optimal RED
protocols based on the solutions of some linear programming
problems. Moreover, we investigate RED in a homogeneous
repeater chain, which is a building block for many quantum
networks. In particular, we determine the maximum EDR for
homogeneous repeater chains in a closed form. Our results
enable the distribution of long-distance entanglement with noisy
intermediate-scale quantum (NISQ) technologies and provide
insights into the design and implementation of general quantum
networks.

Index Terms— Quantum networks, routing, entanglement
swapping, entanglement distribution, repeaters.

I. INTRODUCTION

UANTUM INFORMATION SCIENCE is poised to cre-

ate the next technological revolution [1]-[3]. There are
various quantum-enabled cutting-edge technologies in quan-
tum communication [4]-[8], quantum computation [9]-[11],
and quantum sensing [12]-[14]. Many of these technolo-
gies rely on distributing quantum entanglement [15]-[17].
For example, distributing entanglement enables quantum tele-
portation [18]-[20] and remote state preparation [21]-[23],
sending quantum information without having to move physical
particles.

The main difficulty of distributing entanglement at two
distant nodes in quantum networks lies in the significant decay
of communication capacity with the length of the channel. For
example, the capacity of a lossy channel decays exponentially
with the distance of optical fibers, thereby hindering distrib-
uting entanglement between two nodes that are far apart. To
address this issue, researchers introduced quantum repeaters in
the design of quantum networks. A quantum repeater is a node
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with quantum memory and Bell-state measurement capabil-
ity. With quantum repeaters, entanglement can be distributed
between distant nodes without physically sending entangled
quantum bits (qubits) through the entire network [15]-[17].
The benefits of using quantum repeaters have been demon-
strated in several studies [24], [25]. For example, inserting
quantum repeaters between two nodes connected by optical
fibers can improve the channel capacity; such capacity is
determined by the maximum distance of the quantum channels
divided by the quantum repeaters.

Several protocols have been proposed for entanglement
distribution in quantum networks [24]-[30]. A key metric to
evaluate these protocols is the entanglement distribution rate
(EDR), i.e., the average amount of entanglement distributed
between two specified nodes, referred to as source and sink,
per time slot. Most protocols cannot provide the maximum
EDR except for [24], [25], in which optimal entanglement
routing protocols are proposed for basic decoherence channel
models. However, the results in [24], [25] rely on the assump-
tion of perfect quantum repeaters, i.e., the entanglement
swapping can be performed with success probability of one.’
This assumption is unlikely to hold in the foreseeable future.
In [30], the scenario with imperfect quantum repeaters is con-
sidered with the constraint that entanglement swapping is suc-
cessfully and simultaneously performed at all the nodes along
a path connecting the source and the sink, and this leads to sub-
optimal protocols since the order of entanglement swapping is
not optimized. Little is known about the protocols that sched-
ule entanglement swapping optimally with imperfect quantum
repeaters.

Among different quantum networks, we are particularly
interested in the homogeneous repeater chain, a network that
connects two distant nodes with a chain of identical and
equally spaced repeaters. This is because the investigation
of homogeneous repeater chains can shed light on quantum
networks with general structures and lay the foundation for the
study of more complicated network structures. Since the intro-
duction of homogeneous repeater chains in [31], many proto-
cols and EDR analyses have been provided [32]-[40]. These
protocols and analyses can be categorized into two groups.
The first group of work considers quantum memories that can
store qubits only for a short time. Such consideration accounts
for the limitation of current quantum-hardware capabilities
[38]-[40]. For example in [38], entanglement-based quantum
key distribution rate is determined, and different factors such
as fiber loss, detector dark counts, and detector inefficiency are

"In the rest of this paper, “perfect/imperfect repeaters” and “per-
fect/imperfect entanglement swapping” are used interchangeably when clear
in the context.
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accounted for. However, if the quantum memory cannot store
qubits for a sufficiently long time, entanglement swapping
operations need to succeed simultaneously at each quantum
repeater. This makes the EDR decrease exponentially with
respect to the length of a repeater chain. The second group
of work considers quantum memories that can store qubits
for a sufficiently long time. Within this group, some studies
aim at experimentation of entanglement distribution using
atomic ensembles and linear optics [32]-[36]; some studies
aim at the design and analysis of entanglement distribution
protocols [31], [41]-[43]. Most existing protocols, e.g., in [42],
assume that two neighboring quantum repeaters stop generat-
ing entanglement once an entangled qubit pair is generated
between them, and this assumption may decrease the EDR.
Despite the extensive entanglement distribution protocols,
it still remains unclear whether the designed protocols can
achieve the maximum EDR, even in the scenario that con-
siders simple photon-loss quantum channels and probabilistic
entanglement swapping.

The consideration of imperfect quantum repeaters creates
a new research topic: how to design protocols that schedule
entanglement swapping to maximize the EDR in a quantum
network. These protocols are referred to as remote entangle-
ment distribution (RED) protocols in this paper. Note that
RED protocols differ from entanglement routing protocols
[25]-[27], [30]: entanglement routing protocols find paths
between two nodes and perform entanglement swapping at
each node sequentially along the path, whereas RED protocols
not only find the paths, but also determine the sequence of
entanglement swapping. In this way, entanglement routing can
be viewed as a special case of RED. To the best of the authors’
knowledge, how to develop the optimal RED protocol with
imperfect quantum repeaters remains unknown.

The fundamental questions related to RED in quantum
networks are:

o how entanglement swapping affects the EDR in quantum
networks; and

« how to exploit the structure of the homogeneous repeater
chains to maximize the EDR.

The answers to these questions will enable the distribution
of entanglement over long distances with noisy intermediate-
scale quantum (NISQ) technologies [2] and take an essential
step for the development of quantum networks.

The goal of this paper is to develop the optimal RED
protocols for quantum networks. We introduce the concept of
enodes, representing the entangled qubit pairs in the network.
Entanglement swapping can be viewed as an operation that
exchanges entangled qubit pairs among different enodes. The
introduction of enodes allows us to employ techniques from
linear programming and classical networks to design the RED
protocols in quantum networks.

In this paper, we establish a framework of designing RED
protocols for quantum networks. We transform the design of
the optimal RED protocols into linear programming problems.
The key contributions of this paper are as follows:

e we determine the maximum achievable EDR for quantum
networks;
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e we determine the structural properties of the graph cor-
responding to the optimal solution of the linear program-
ming problem;

e we develop the optimal RED protocols for quantum
networks based on the solution of the linear programming
problem; and

e we determine the maximum EDR for homogeneous
repeater chains in a closed form.

The remaining sections are organized as follows. Section II
presents the system model and preliminary research results.
Section III introduces the concept of enodes and derives an
achievable upper bound for the maximum EDR. Section IV
considers the homogeneous repeater chains and determines
the maximum EDR in a closed form. The performance of
the proposed protocols is presented via numerical examples in
Section V. Finally, the conclusions are drawn in Section VI.

Notation: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors and
matrices are denoted by bold lowercase and uppercase letters,
respectively. For example, a random variable and its realization
are denoted by x and z; a random vector and its realization are
denoted by x and x; a random matrix and its realization
are denoted by X and X, respectively. Sets and random
sets are denoted by upright sans serif and calligraphic font,
respectively. For example, a random set and its realization
are denoted by X and X, respectively. The m-by-n matrix
of zeros (resp. ones) is denoted by 0,,x, (resp. l,,xn);
when n = 1, the m-dimensional vector of zeros (resp. ones)
is simply denoted by 0,, (resp. 1,,). The m-by-m identity
matrix is denoted by I,,: the subscript is removed when the
dimension of the matrix is clear from the context. The sets
of integers, even integers, odd integers, and positive integers
are denoted by Z, Z., Z,, N4, respectively. The cardinality
of a set S is denoted by Card(S). The set {m,m+1,...,n}
is denoted by /C,,.,. The notation = denotes equal almost
surely. For an edge set &, the function 1¢(z, j) is an indicator
function defined to be 1 if (i,j) € & and 0 otherwise.
Throughout this paper, the state of a quantum system and its
corresponding density matrix will be used interchangeably; the
notion =, , denotes a maximally entangled qubit pair between
two systems x and y, each corresponding to one qubit; the
notion =j;.; denotes a maximally entangled qubit pair between
two systems, where one of the systems is in node ¢ and the
other is in node j.

II. SYSTEM MODEL

Consider a quantum network consisting of nodes equipped
with quantum devices. Such a network can be abstracted by a
graph consisting of nodes and edges. Let A/ and £ denote the
set of nodes and the set of edges, respectively. Each node in N
has the capability of performing quantum measurements and
storing qubits for a sufficiently long time. Consequently, each
node can serve as a quantum repeater.” Each edge (i,7) € £
represents a quantum channel, and this channel can be used
to generate entanglement between nodes ¢ and j. We aim to

2We use “repeater” and “node” interchangeably in the rest of the paper.
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(a) entanglement generation (b) entanglement swapping

Fig. 1. An illustration of entanglement generation and entanglement
swapping. In (a), nodes ¢ and k are connected by a quantum channel, and
so are nodes k£ and j. Purple lines represent generated entangled qubit pairs.
Entanglement can be generated between ¢ and k. In (b), the node k performs
entanglement swapping using =j.; and Zy.; to distribute =;.;. Blue lines
represent distributed entangled qubit pairs.

distribute entanglement at two remote nodes with the help
of quantum repeaters for general networks. Note that we
are particularly interested in homogeneous repeater chains,
a special case of quantum networks with desired properties,
and will discuss them in Section IV.

There are two essential operations in RED: entanglement
generation and entanglement swapping, as illustrated in Fig. 1.

« Entanglement generation - For (i,k) € &, nodes i and
k are connected by a quantum channel. Nodes ¢ and &
can attempt to generate’ entangled qubit pairs (grey dots
connected by purple dashed lines in Fig. 1(a)). Entan-
glement generation can be implemented, for example,
by locally preparing an entangled qubit pair at one of
the nodes (e.g., 7) and sending one entangled qubit in
this pair to the other node (e.g., k) [44]. The entangled
qubits are stored in the nodes for a sufficiently long time.
The attempt of entanglement generation may not always
succeed. If the attempt succeeds, the density matrix of
the entangled qubit pair is

_ 1
g ky T §(|00>ia,7kb + |11>i0,7kb)(<00|i0,7k3b + <11|7;a,7k3b)

where ¢, and k; represent physical systems in node ¢
and k, respectively; otherwise, no entangled qubit pair is
obtained.

o Entanglement swapping - Entanglement swapping [45],
[46] can be seen as a special case of teleportation [18].
Suppose there are three nodes ¢, k, and j. Node 7
has one qubit, node k two, and node j one. Node i’s
qubit and node k’s first qubit are maximally entangled,
and so are node k’s second qubit and node j’s qubit.
Node k£ teleports the qubit entangled with the one in
node 7 to node j. Then, the node ¢’s qubit is entangled
with node j’s even though these two nodes have never
directly interacted with each other. This operation is
referred to as entanglement swapping. The attempt of
entanglement swapping may not always succeed. If the
attempt succeeds, one entangled qubit pair Z;.; is distrib-

3In this paper, we use the term “generate/generation” to describe the opera-
tion of preparing an entangled qubit pair at one node and sending one of the
qubits through a quantum channel; we use the term “distribute/distribution” to
describe the operation of preparing entangled qubit pairs at two nodes that are
not directly connected by a quantum channel via entanglement generation and
entanglement swapping. Moreover, “distribution” in entanglement distribution
should not be confused with that in probability distribution.

uted; otherwise, no entangled qubit pair is obtained even
though the two entangled qubit pairs are consumed.
We consider a time-slotted system in which slots are indexed
by 7 € N,. Each time slot is divided into two phases described
below.

o Phase I: For any (i,k) € £, nodes i and k can make an
attempt to generate an entangled qubit pair with success
probability of p;.;..*

o Phase II: For any 4,7,k € N, node k can attempt to
perform entanglement swapping with success probability
qi to distribute entanglement Z;.; using =, and Ey.;.

Note that the model for entanglement generation includes

the lossy optical channel, which is commonly used for quan-
tum communication. The results presented in this paper can be
extended to a general quantum channel by replacing p;.; with
the quantum channel capacity between ¢ and j, V(i,7) € &.

We are interested in designing efficient RED protocols for

scheduling entanglement swapping in the network so that
a large number of entangled qubit pairs can be distributed
between a source node s and a sink node ¢ (s,t € N). The
node s may be remote from the node ¢. Once an entangled
qubit pair between s and t is distributed, it is stored and will
not be used for entanglement swapping. For a given network
described by N, £, and {pi:j} (i, j)ee» our goal is to maximize
the EDR achieved by a protocol 7, i.e.,

(1

T
R .
AT = thLloréf T Z;E{gS:t(T)}

where g7, (7) denotes the number of entangled qubit pairs
(EQPs) generated and/or distributed between s and ¢ distrib-
uted at time slot 7 using an RED protocol 7. The maximum
EDR over all RED protocols is denoted by A\*.

III. IMPERFECT ENTANGLEMENT SWAPPING OPERATION

In this section, we determine the maximum EDR \* and
design the optimal RED protocol.

A. Optimal EDR

Analyzing entanglement swapping directly on the original
network is cumbersome because the entanglement swapping
operation involve pairs of nodes rather than individual nodes.
Such difficulty motivates us to consider a new graph in which
each node represents a pair of nodes in A. Specifically,
we introduce a directed graph G as described below.

o A node in G corresponds to a pair of nodes in \, denoted

by e;.; for some i,k € N. To distinguish the nodes in
G from those in N, we refer to e;., 1,k € N in G
as enodes. We do not differentiate the order of the two
nodes ¢ and k in an enode, i.e., €;.. = €x.;. These enodes
represent the entangled qubit pairs.

e Let a nonnegative number ff]k denote the eflow from
e to ey If f;jk > 0, there is a directed edge
from the enode e;.; to the enode e;.;. The eflow ff]k
represents the amount of EQPs =;.; used for distributing

4Note that this probability does not rely on the order of i and k,
i€, Pi:k = Phii-
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(a) entangled qubit pair ;. (b) enodes and eflow

Fig. 2. An illustration of enodes and eflows. In (a), the node k performs
entanglement swapping using =;.; and =} ; to distribute =;. ;. Correspond-
mgly in (b), the enodes e;.;, and eg.; contribute eflows to e;.; with fff and

I ]] respectively.

E;.; via entanglement swapping. Since the order of the
two nodes in an enode is not differentiated, we have
Bho— ki = pEk = fRi However, fi is not

i:j i:j ji
necessarily equal to f5 k

An illustration of the enode and eflow is depicted in Fig. 2.
The next theorem provides an upper bound for the optimal
EDR. This upper bound is based on an optimization problem,
where the variables are the eflows.

Theorem 1: For a given graph with node set N,
edge set &, entanglement generation success probability
{pi;j = (i,j) € €&}, and entanglement swapping success
probability {gx : k € N'}, the optimal EDR is upper-bounded
by the optimal value of the following problem &7:

& . maximize  I(s,t)
{fiiFi.5,keN}
subject to  I(i,j) > Z (f —|—f )
EeN\{i,5}
i,j €N, {i.i} #{s,t} @
ik rkij . .
L= 1 >0, i keN ()
Sk=Ii=0, keN “)
where for 7,5 € N,
’L k
- - + f
I(Z,j):pi;jlg(l,])‘f' Z
keN\{i,j}
Proof: See Appendix 1. (]

Remark 1: The objective function and the constrains of
& can be interpreted as follows. The objective function
I(s,t) represents the amount of =, generated/distributed
between the source node and the sink node. The constraint
(2) represents the entanglement balance corresponding to an
arbitrary enode e;.;. In particular, the left hand side of (2)
represents the amount of =, generated/distributed between
node ¢ and node j; the right hand side of (2) represents the
amount of =j.; that is used for distributing other entanglement.
The constraint (3) represents the symmetry in entanglement
swapping. In particular, in entanglement swapping, the amount
of Z;.; and E}.; consumed to distribute Z;.; needs to be the
same. The constraint (4) represents the requirement that the
entanglement =.; is not used for entanglement swapping.

Remark 2: The problem &2 is a linear programming prob-
lem. The computational complexity of & depends on the
numbers of variables and constraints, and both numbers are
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poly(Card(N')) [47]-[50]. Therefore, the optimal solution of
the problem & can be obtained efficiently by standard linear
optimization algorithms. Note that optimization techniques
have been used to solve problems on quantum information
science [51]-[54].

We next determine some structural properties of a graph
that corresponds to an optimal solution of &2.

B. Structural Properties

Definition 1 (Directed acyclic graph): A directed acyclic
graph (DAG) is a directed graph with no directed cycle.

Proposition 1: There exists an optimal solution of & such
that the graph G corresponding to this solution is a DAG.

Proof: See Appendix II. O

There are some standard concepts such as isolated node,
parent, child, ancestor, and descendant for DAGs and we can
employ them in the graph consisting of enodes.

Definition 2 (Efficiency): A directed graph consisting of
enodes is efficient if for every enode e;.; except for ey, either
e;:; 1s isolated or e;.; is an ancestor of eg.;.

Proposition 2: There exists an optimal solution of & such
that the graph corresponding to this solution is acyclic and
efficient.

Proof: See Appendix III. O

The constraint (2) in the problem £ can be interpreted
as follows: the incoming flow into the enode e;.; is no less
than the outgoing flow. If the equality does not hold, some
of the entanglement will be wasted. To reduce such waste,
we introduce control variables {u;.; : (i,j) € £} for limiting
the number of generated EQPs, which induces the following
problem Z:

Py maximize (s, t)
{Fikig,keN}
{uisj:(i,5)€E}
1, k
: . +f
subject to  w;.jpijle(i, j) + Z qp————"—
keN\{i,5}
= > (A
EeN\{i,j}
i,j €N, {i,5} # {s,t} (5
itk pkij .o
i =1 =20, i keN (6)
S=f =0, ieN %)
0<w; <1, (i,7) € E. (8)
Evidently, if {f2F : i,j,k € N} and {d; : (i,j) € &}
is an optimal solution of 2, then { Z]k ci,j, ke N}is a

feasible solution of &2. The next theorem implies that & and
P are equivalent.

Theorem 2: The optimal value of &7 is the same as that
of &. Moreover, there exists an optimal solution of &, such
that the graph corresponding to this solution is acyclic and
efficient.

Proof: See Appendix IV. 0

Theorems 1 and 2 show that the optimal value of &7 is
an upper bound for the EDR. Next we will show that this
bound is tight; in particular, we will design an RED protocol
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that achieves this bound. The RED protocol will employ the
optimal solution of ZZ;.

C. Stationary Protocol

By Theorem 2, we can consider an optimal solution { ij :
i,j,k € N} and {d;; : (i,7) € &} of P such that the
graph corresponding to this solution is acyclic and efficient.
This solution will be used to develop the RED protocol. Note
that topological ordering is possible for a DAG consisting of
enodes, and we can find a linear ordering of all the enodes,
such that if f}jf > 0, the enode e;.;; precedes the enode e;.;
in the ordering.

For each enode e;., that has a descendant e,; in G,
we consider a set M., consisting of the EQPs between 1
and k; we also consider a collection of sets, denoted as .7-"}::;?
and .7:] ¥, 7 € N\{i, k}, consisting of the EQPs between i and
k that will be used for distributing =;.; and =;.;, respectively.

This stationary protocol, denoted by 7, is described below.
e In Phase I,
— Forany (i, k) € £, nodes 7 and k attempt to generate an

entangled qubit pair =;.;, with the probability ;5.0 If
the attempt is successful, the entangled qubit pair =;.;
is moved to the set M;.p.
— For every enode e;.1, if e, # esy, we move each
EQP Zj; in M,y to the set F/F or the set f}jk’,
j € N'\ {4, k} randomly. In particular,
Fizk
P{move =;.; to .7-'“‘ = v _ — 9
{ o - Sienngin (FEE+ ) )
Fizk
7:k
ZlEN\{'L k}(le +fl k)
(10)

P{move Z;, to Fiii} =

o In Phase II, for every 4,7,k € N, the node %k performs
entanglement swapplng to distribute =;.; using & in
.7-'1 * and Ej.; in .7-' until the set .7-'1 * or .7-"’” is empty.
The distributed EQPS between ¢ and j are then moved to
M;.;.

Note that the target entangled qubit pair =g, is in M.,.
We claim that the number of entangled qubit pairs that the
enode ¢;.; has accumulated after sufficiently large time slot T'
in G, denoted by n;.;(T'), satisfies

1 ws zk+f
TIET(I)OTT‘H(T) = uiypisile (i, ) + Z
keN\{i,5}
(11)

This claim can be rewritten as follows: for any = € Ki.ca(g),
the equation (11) holds, where e;.; denotes the xth enode in
the topological order of G. This claim can be proved by the
strong mathematical induction on the position = of an enode
in the topological order determined by G [55].

Base case: If 2 = 1, then ij = ffjj =0 for Vk € NV, and
by the strong law of large numbers, the number of the EQPs

5The control variable ;. is the probability of attempting to generate
entanglements. Note that only if they make the attempt and the attempt is
successful, can an entangled qubit pair be generated between nodes ¢ and k.
Hence, an entangled qubit pair can be generated with probability ;.. p;.k-

E;.; accumulated in the enode e¢;.; satisfies

TEE;C;“zJCT)%g’luvptjleﬁaj)
which equals (11) with fF = ) = 0 for Vk € .
Induction step: Suppose equation (11) holds for
x=1,2,...,r. We will prove (11) holds for = r + 1. For
ke N\ {ij}, if f]k > 0, then the enode e;.;; precedes e;.;
in the topological ordering, showing that the position of e;.j,
is less than r + 1. By the induction hypothesis,

Fi:l Fl:k
Z a Z:k’ + itk )
2

leN\{i,k}

1 .
Th—{I;o Tnz k(T) = ui:kpi:k]-é'(za k) +

(12)

Consequently, the number of the EQPs =;.; consumed for
distributing =;.;, denoted by d%‘-’(T), satisfies

N
lim szf(T) =

. 1 _ i
A lim T [ni;k(T) P{move =, to .7-"1-;]’-“

T—o0

as. fik (13)

2]
where we have used (12) and (9) together with (5) to obtain
(13). Similarly, we have

k: a.s. pk:j
7¥§§trd J(1) =1 (14)
Then
1
At )

as

= uz]pzjlf(z ])

D

keN\{i,j}

= uz]pzjlf(z ])+ Z
keN\{i,5}

ER(T), dEI(T)}

1
qr Tlgr;o T min{d

lk)+f

where the summand T u;.;p;.;1le(i,j) comes from direct
entanglement generation, and the rest of the summand comes
from entanglement swapping due to (13) and (14). This proves
that (11) holds for x = r + 1.

Note that
1
i E{ g} = B Ji 7o0.0()}
Dslzk_’_ Dk':t
= ps:t]-é'(svt) + Z qkM
keN\{s,t}
= I(s,t)
where I(s,t) denotes the optimal value of 2, and the first

equality is due to the dominated convergence theorem [56].
protocol 7 is

P | .1 .
AT = I}THLIOIéf TIE{nSIt(T)} = Tlgr(l)o ?E{nm(T)} = I(s,1)
where the second equality is due to the existence of the limit.

This shows that the protocol 7 achieves the maximum EDR.

IV. HOMOGENEOUS REPEATER CHAINS

In this section, we consider a special quantum network,
homogeneous repeater chains, and derive the solution for &
in a closed form.
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Sink

Source

Fig. 3. Tllustration of repeater chains. The purple dashed lines represent the
quantum channels between neighboring nodes.

A. Network Model

The model of homogeneous repeater chains is described in
several related works, e.g., [41]. A repeater chain is connected
by N quantum channels as illustrated in Fig. 3. Specifically,
the nodes are labeled as 0, 1, 2, ..., N and the edge set
E={(0,1),(1,2),(2,3),...,(N—1,N)}. Each edge (i—1,1)
has associated probability p;_i.; describing the probability
of success in generating entangled qubit pair =;_1.;. The
node 0 and the node N are the source and sink nodes,
respectively. The enode ey, is then ep.n. In a homogeneous
repeater chain, the quantum channels between neighboring
nodes are the same, i.e., p := po.1 = P12 = P23 = ... =
pN—1.~. Furthermore, the success probability of entanglement
swapping in the chain is assumed to be the same for all nodes
and denoted by q.

Section IIT shows that designing the optimal RED protocol
is equivalent to solving the optimization problem ;. Here,
we aim at solving & corresponding to homogeneous repeater
chains. We have the following result:

Claim 1: For homogeneous repeater chains connected by
N quantum channels, the maximal EDR is

(N — §(N)) pg"
2(N —27)+ (2" =N —¢(N))q

15)

where n = [logy N|] — 1, and &(N) is a parity indica-
tor function of N: &(N) = 1 if N is odd, otherwise
§(N) =0.

The proof of the claim and the design of the optimal
protocol will be discussed in the next subsections.

B. Scenarios With an Even N

We consider the scenario where N is even, i.e.,aN € Le.
We first present a solution of &, denoted by { f]’“ D1, g,
ke N} and {u;.; : (i,5) € £}, and then prove that it is the
optimal solution of . )

Let n = [logy N] — 1. If N = 2", the solution {f/;}" :
i,j,k € N} and {t;; : (1,7) € E} of Py is

Ugk+1 = 1, k€ Ko.n—1
poka:2kgpok—1 f2ka+2k_1:2ka+2k k=1
2k q:2k q+42F — J2kq:2kq42F =rq

with a =0,1,2,...,2" "%  —land k=1,2,...,n+ 1.

For example, if a = 1 and k = 2, thDen 2kq = 4, 2kq42k-1 =
6, 28a+2% = 8, and consequently f1:$ = f3:8 = pqg. An illus-
tration of this solution for N = 8 is given in Fig. 4. This
solution corresponds to a graph with the structure of a perfect
binary tree. Specifically, the entanglement swapping is first
performed between the enodes e€24.24+1 and e€s441:24-+2, and

this gives the EQPs corresponding to the enode e24.24+2, for

545

pq

Fig. 4. Illustration of the optimal RED protocol for N = 8 = 23, The
quantities near the edges represent the eflow.

a = 0,1,2,...,N/2 — 1. Then the entanglement swap-
ping is performed between e44.4q+2 and €4q4:4q+4, and this
gives the EQPs corresponding to the enode eyq.4444, for
a =0,1,2,...,N/4 — 1. Such entanglement swapping can
continue until the EQPs corresponding to the enode eq.y are
obtained. )

If N < 271 the solution {ff : i,j,k € N} and {i;; :
(7,7) € £} can be obtained in six steps described below.

D) gy =1, k € Ko.v—1.

2) Consider the enode: eg.1, €1.2, ..., eny_1.n and divide

them into N/2 pairs of enodes: eg.; and e1.2, eo.3 and

€3:4, .-, eN—2:N—1 and exy_1.n.
3) There are ( NN_/ 22) possible ways to choose (N —2™) out
of N/2 enode pairs. These choices are labeled as 1, 2,
( N/2
o (v 2on)-

4) For the choice I, we have (N — 2™) enode pairs chosen.
Entanglement swapping is performed between two enodes
in each chosen pair, resulting in an enode that is the
common child of these two enodes; now we have a chain
consisting of 2" quantum channels and we can relabel

the nodes in the chain as 0, 1, ..., 27.
5) For the newly labeled chain, determine the following
eflow:

o

kaa:W(l)

2k q:2k g2k
1 N2 .
T (MEYN -2 @ - N2) M

witha =0,1,2,...,2" * —land k=1,2,...,n+ L.
6) Repeat Steps 4 and 5 until all (/) combinations are
iterated. Add all the eflows to obtain the optimal solution.
In Step 3, we transfer the problem from the scenario with
N € Ze to the scenario where N is a power of two.
An illustration of this step is in Fig. 5. The method of
determining {f/;}" : i,j,k € N} for N = 6 is illustrated
in Fig. 6.
Remark 3: The feasibility of the {f%F : 4,5,k € N} and
{t;;; = (i,7) € &£} as a solution of & can be verified
by checking conditions (5)-(8). The value of the objective
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0000

4 = 22 enodes

Fig. 5. Tlustration of Step 3 for N = 6. In this case, n = [log, 6] —1 = 2.
We choose N — 2™ = 2 pairs of enodes. In this figure, the two chosen pairs
are: ep.1 and e1:2; e2:3 and es3.4. Entanglement swapping between eg.1 and
e1:2 results in the enode eq.2; entanglement swapping between e2.3 and e3.4
results in the enode ea.4. We now have a chain consisting of 22 = 4 quantum
channels, separated by the repeaters 0, 2, 4, 5, and 6. These five repeaters are
relabelled as O, 3, and 4.

function corresponding to this solution is

. 1 N/2 N/2
I(s,t) = pq”“( )
) (N2) N —27 +¢(2" — N/2) N —2n
_ Np
g(N)

where ¢(-) is a function defined as
2L — 21 4+ g2+ — L
)~ A=) g 1)

g1
in which I = [log, L] — 1.

We next determine an upper bound for the optimal value
of &, for N € Ze. If this upper bound coincides with
I(s,t), then the optimality of { LF o5,k € N} oand
{5 : (i,7) € €} will be proved.

Note that the EQPs generated in Phase I correspond to the
term w;.;p;.;1e (4, j) in &5. These EQPs are generated directly
from quantum channels instead of entanglement swapping.
In the rest of the section, these EQPs are referred to as “crude
entanglements.” We now consider a homogeneous repeater
chain with infinite quantum channels. For this chain, let h(L)
denote the minimum expected number of crude entanglements
required to distribute one EQP shared between nodes that are
connected by L quantum channels. The upper bound for the
optimal value of % relies on the lower bound for A(L). The
next proposition provides a lower bound for h(L).

Proposition 3: For N € N, the minimum expected num-
ber of crude entanglements required to distribute one EQP
shared between nodes that are connected by N quantum
channels, denoted by h(N), is lower bounded as

(16)

g(N) < h(N) A7)
where g(N) is defined in (16).
Proof: See Appendix V. (|

Theorem 3: For homogeneous repeater chains with N
quantum channels, if N € Z., the maximum EDR is

Npanrl
2(]\[ _ 2n) + q(2n+1 _ N)

where n = [log, N| — 1.

Proof: In the homogeneous repeater chain, the expected
number of available crude entanglements generated across [V
quantum channels is at most pN per time slot. As a conse-
quence, the expected number of available crude entanglements

A* =

Choice 1

Choice 2

Choice 3

Fig. 6.  An illustration of the solution for N = 6. The quantities near the
edges represent the eflow. In this case, n = [logy 6] — 1 = 2. We divide
six enodes into three pairs: eg.1 and e1.2, e2:3 and e3.4, as well as eq.5
and es.g. There are three possible ways of choosing N — 2™ = 2 out of
N/2 = 3 pairs. The choices are labeled as 1, 2, and 3, and are shown in
three red rectangles. In each rectangle, we perform the Steps 4 and 5. The
eflows in three rectangles can then be added to obtain the optimal solution
of Ps.

generated across N quantum channels is at most p/NT after
T time slots. Moreover, by definition of A(+), it requires h(N)
crude entanglements on average to obtain one EQP between
nodes s and t. Therefore, the expected number of EQPs
between s and ¢ is at most pNT /h(N) after T time slots.
This implies for any protocol T,

T
T | r
AT = liminf = Z E{gs(m)}

pNT
< liminf = 2L
it 7w

Np
~ h(N)
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Together with Proposition 3, we have the upper bound of the
EDR for any protocol:

Np
9(N)
Note that I(s,t) in Remark 3 coincides with the upper
bound above. Therefore, {f5f : i,j,k € N} and {i;
(i,7) € &} is the optimal solution of g, and this upper

bound is indeed the maximum EDR because of Theorem 2.
O

Npg"+!

2(N —27) 4 q(2n+! —

< .
AT < %)

C. Scenarios With an Odd N

We consider the scenario where N is odd, i.e., DN € Zo.
We first present a solution of &, denoted by {f} J’“ 21,7,
ke N} and {u;.; : (i,5) € £}, and then prove that it is the
optimal solution of ZZ;. N

Let n = [logy N] — 1. The solution {f/F : i,j,k € N}
and {u;.; : (i,j) € £} can be obtained in six steps described
below.

D) Upp41 =1, k € Ko.ny—2 and

(N -1)

2N — 20+l g(2ntl — N — 1)
2) Consider the enodes: eq.1, €1.2, ..., en—2.y—1 and divide

them into (N — 1)/2 pairs of enodes: eg.; and e1.2, €a.3

UN—1:N = ¢

and €34, ..., en_g:N—2 and ey_2:N-1.
3) There are ((]]\[\,_712)/2) possible ways to choose (N — 2™)

out of (N —1)/2 enode pairs. These choices are labeled
as 1,2, ..., ((]}\({7_12)/2)

4) For the choice I, we have (N — 2™) enode pairs chosen.
Entanglement swapping is performed between two enodes
in each chosen pair, resulting in an enode that is the
common child of these two enodes; now we have a chain
consisting of 2" quantum channels and we can relabel

the nodes in the chain as 0, , 27,
5) For the newly labeled chaln, determine the following
eflow:
2ok 2kq2k—1
f a:2k a2k (l)
_ fokqt2k—1.2kg ok
o fzka 2k q 42k (1)
1 N -1 &
= = pq
((%712)7{2) 2N —2ntl 4 g(2n+tl — N — 1)
witha =0,1,2,...,2" ¥ —~land k =1,2,...,n + 1.

6) Repeat Steps 4 and 5 until all ((N 12)/ 2) combinations are

iterated. Add all the eflows to obtain the optimal solution.

In Step 3, we transfer the problem from the scenario with
N € Z, to the scenario where N is a power of two. The
method of determining {f; Jk i,j,k € N} is illustrated

in Fig. 7. )
Remark 4: The feasibility of the {f/f : i,j,k € N} and
{t;;; = (i,7) € &£} as a solution of & can be verified

by checking conditions (5)-(8). The value of the objective
function corresponding to the solution is

N -1
IN — on+l + q(2n+1 _

I(s,t) = ntl,
(s,t) N1y M
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P P

Choice 1

Choice 2

Fig. 7. An illustration of the solution for N = 5. The quantities near the
edges represent the eflow. In this case, n = [logy 5] — 1 = 2. We divide
four enodes to two pairs: ep.1 and ej.2; as well as e2.3 and e3.4. There are
two possible ways of choosing N — 2™ = 1 out of (N — 1)/2 = 2 pairs.
The choices are labeled as 1 and 2, and are shown in two red rectangles. For
example in the first rectangle, the chosen pair is: ep.1 and e1.2. Entanglement
swapping between ep.1 and e1.2 results in the enode ep.2. We now have a
chain consisting of 22 = 4 quantum channels, separated by the repeaters 0,

2, 3, 4, and 5. These five repeaters are relabelled as 0, 1, 2, 3, and 4 and we
can perform the Steps 4 and 5. After we perform the Steps 4 and 5 in each
rectangle, the eflow in two rectangles can then be added to obtain the optimal
solution of .

We next determine an upper bound for the objective function
of & for N € Z,. If this upper bound coincides with
I(s,t), then the optimality of {f& i,j,k € N} and
{5 : (i,7) € €} will be proved.

Recall that the EQPs generated in Phase I are referred
to as “crude entanglements.” We now refer to the crude
entanglements Zsx.0r+1, k € Z as odd crude entanglements;
analogously, we refer to the crude entanglements Zop_ 1.0k,
k € Z as even crude entanglements. We now consider a
homogeneous repeater chain with infinite quantum channels.
For this chain, let ho(L) and he(L) denote the minimum
expected number of odd crude entanglements and even crude
entanglements required to distribute one entangled pair shared
between nodes that are connected by L quantum channels. The
upper bound for the optimal value of &2 relies on the lower
bounds for ho(L) and he(L). The next proposition provides
lower bounds for ho(L) and he(L).

Proposition 4: For N € N, the minimum expected num-
ber of odd crude entanglements and even crude entanglements
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required to distribute one entangled pair shared between nodes
that are connected by N quantum channels, denoted by h,(N)
and he(N), respectively, satisfy the following conditions:
ho(l) =1, he(1) =0, if N > 1,

go(N) < ho(N) and ge(N) < he(N)

where g, () and ge(-) are functions defined as

2L_2l +1 _ _
A RN A VR
(L) = 2q"* q
o 2L -2 + (2% - L)g |
et ifLe Z
ol +1 1
2(L 2)—+—(2l1 L—-1)q fLe
(L) = 207
Je 2L — 21+ (271 — L)q .
e if L e Ze

where | = [log, L] — 1.
Proof: See Appendix VII. U
Theorem 4: For homogeneous repeater chains with N
quantum channels, if N € Z,, the maximum EDR is

(N =1)pg"*!

A=
2(N —27) 1 q(2"+ — N —1)

where n = [logy N — 1.

Proof: 1In the homogeneous repeater chain, the expected
number of the available even crude entanglements generated
across N quantum channels is at most p(N — 1)/2 per time
slot. As a consequence, the expected number of available even
crude entanglements generated across N quantum channels is
at most p(N — 1)T'/2 after T time slots. Moreover, by defi-
nition of he(+), it requires hq(-) even crude entanglements on
average to obtain one entangled pair shared between nodes s
and ¢. Therefore, the expected number of EQPs shared between
sand t is at most (N —1)T/(2he(NN)) after T' time slots. This
implies for any protocol m,

T
. .1 x
P hTIILIOI(lJf T z_:l E{gs. (1)}

1TN-1)p (N-1)p

el
< Hminf 7 =) 2he(NV)

Together with Proposition 4, we have an upper bound of the
EDR for any protocol:

(N-Dp (N —=1)pg"*t!
29¢(N) — 2(N—2")+(2"+1 =N —1)q

T

Note that I(s,t) in Remark 4 coincides with the upper
bound above. Therefore, {f/:F i,j,k € N} and
{;: (i,j7) € &} is the optimal solution of &, and
this upper bound is indeed the maximum EDR because
of Theorem 2. (]

—¥— N =30
—e—N=25

Average Entanglement Distribution Rate [ebit/slot]

0 1 1 1 1
0.5 0.6 0.7 0.8 09 1

Success Probability of Entanglement Swapping ¢

Fig. 8. The average EDR in a random network.

V. NUMERICAL RESULTS

This section illustrates the performance of the proposed
RED protocols through numerical examples.

A. General Networks

We evaluate the maximum EDR for the following general
networks. Consider a region of 60 x 60 km?. The nodes are
deployed in this region according to a Poisson process. Let
N denote an instantiation of node deployment. For i, j € N/,
(i,7) € & if the distance between ¢ and j, D;.;, is less than
30 km; the parameter p;.; for an edge (¢, j) is

pisj = 1077 P/10

where v = 0.2 dB/km is the loss rate [57]. The pair of source
node and sink node is randomly selected with equal probability
among the nodes in the network.

Consider the performance metric as the average EDR, i.e.,
the empirical mean of the EDR achieved by solving
averaging over instantiations of node deployments. Fig. 8
shows the average EDR as a function of ¢ for different values
of the average node number N.® Theorem 2 is used to generate
results in Fig. 8. First, the average EDR increases with N.
For example, when ¢ = 0.8, the average EDR is 1.10 ebit/slot
for N = 10, whereas it is 4.13 ebit/slot for N = 30. This
corresponds to an increase of 2.75 times. This is because more
nodes and more edges can provide more crude entanglements
for distributing the target EQP =.;. Second, the average EDR
increases with ¢. For example, when N = 20, the average
EDR is 1.59 ebit/slot for ¢ = 0.5, whereas it is 3.26 ebit/slot
for ¢ = 1.0. This corresponds to an increase of 1.05 times.
This observation agrees with the intuition, since unsuccessful
entanglement swapping wastes the entanglements and larger ¢
implies less unsuccessful entanglement swapping.

We showed in Section III-C that the stationary protocol
approaches the maximum EDR for large time slot 7'. To char-
acterize the behavior of the stationary protocol as a function

SHere, the amount of entanglement is quantified by the bit of entanglement
(ebit), for example, one ebit corresponds to one entangled qubit pair.
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Fig. 9. The average entanglement distribution ratio in a random network.

of T', we consider the average entanglement distribution ratio
at the time slot 7', i.e., the empirical mean of the following
random variable 1p:

e 85(7)
TN

where g7,(7) is the number of EQPs at the time slot 7
distributed by the stationary protocol 7, and A* is the optimal
value of 5. The randomness of mnp originates from node
deployment, parameters p;.;, (¢, ) € £, and the probabilistic
nature of the protocol. Fig. 9 shows the average entanglement
distribution ratio as a function of 7" for different values of
N and q. First, the average entanglement distribution ratio
converges to one for different values of N and g. This verifies
that the proposed stationary protocol achieves the maximal
EDR. Second, the convergence speed decreases with N. For
example, when ¢ = 0.6 and T = 3 - 10%, the average
entanglement distribution ratio is 0.9848 for N = 25, whereas
it is 0.9905 for N = 15. This is because more edges implies
that there are more short paths from the source to the sink,
and short paths require less entanglement swapping, so that
the convergence speed can be increased.

nr =

B. Homogeneous Repeater Chains

We evaluate the maximal EDR in homogeneous repeater
chains. Let D (km) denote the distance of a quantum channel
in the repeater chain. Then the total distance L between the
node 0 and the node NV is L = D N. Let the loss rate of the
channel be v (dB/km). The parameter p;.; for an edge (i, j)
is determined by the distance D and the loss rate ~ [57].
In particular,

pij = 1077P/10,

The success probability of entanglement swapping in the
network is assumed to be the same for all nodes and denoted
by g. In this subsection, Claim 1 is used to generate results in
the figures.

Fig. 10 shows the EDR as a function of the total distance
L for v = 0.2 dB/km. First, the EDR increases with ¢g. This
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Entanglement Distribution Rate [ebit /slot]

4000

Fig. 10. The EDR in a repeater chain with v = 0.2 dB/km.

observation is consistent with the results in general networks.
For example, when D = 20 km and L = 1500 km, the EDR
is 0.016 ebit/slot for ¢ = 0.6, whereas it is 0.205 ebit/slot
for ¢ = 0.9. This corresponds to an increase of 12.212 times.
Second, the EDR decreases with L and the rate decreases
faster with smaller ¢. For example, for D = 10, the EDR
decreases 1.18 times as the total distance L increases from
1000 km to 3000 km when ¢ = 0.9, whereas it decreases 2.24
times when g = 0.6.

We next consider the scenario where the total distance L
between the source and the sink is fixed. Fig. 11 shows the
EDR as a function of NV for L = 200 km and v = 0.2 dB/km.
A key observation is that the EDR first increases dramatically
and then decreases slowly as a function of N. For example,
when ¢ = 0.6, the EDR is 10~* ebit/slot, 0.0627 ebit/slot,
and 0.0288 ebit/slot for N = 1, N = 21, and N = 100,
respectively. This corresponds to an increase of 626 times
from N = 1 to N = 21, and a decrease of 54.1% from
N =21 to N = 100. The EDR first increases with N because
the two neighboring quantum repeaters are far apart for a
small N, and increasing N can significantly decrease D; the
EDR then decreases with N because for a large N, increasing
N does not significantly reduce D, and the imperfectness of
quantum repeaters becomes the bottleneck of EDR. Therefore,
more repeaters may not necessarily increase the EDR. The
results in Fig. 11 provide guidance to the choice of repeater
density in a chain and can offer insights into the design and
implementation of general quantum networks.

VI. CONCLUSION

In this paper, we established a framework of designing
RED protocols. We developed the RED protocols that achieve
the maximum EDR for general quantum networks based on
the solutions of the linear programming problem. Moreover,
we determine the maximum EDR in a closed form for homo-
geneous repeater chains. The new vision developed in this
paper is the introduction of enodes and eflows. RED can be
seen as procedures that determine the eflows of EQPs among
different enodes. We transform the RED problem into linear
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Fig. 11. The EDR in a repeater chain with /N quantum channels. The total
distance L = 200 km is fixed.

programming and employ concepts and methods from the
graph theory and classical flow networks. The performance of
the proposed protocols is evaluated by numerical examples.
The results for homogeneous repeater chains demonstrate that
the issue of significant decay of communication capacity can
be essentially solved by properly deploying quantum repeaters,
even if the quantum repeaters are imperfect. Our results enable
the distribution of entanglement over long distances with
NISQ technologies and provide insights into the design and
implementation of quantum networks.

We hope that our results may incite some future work.
For example, one may be interested in designing a protocol
that converges to the maximum EDR faster than the pro-
tocol proposed in this paper. It may also be worth inves-
tigating quantum networks in addition to the homogeneous
repeater chains and trying to determine a closed-form max-
imum EDR. It is also interesting to see how to extend
the results in this paper to other models. For example,
the parameters p;; and ¢ may vary over time; more-
over, the entanglement generated or distributed may not
be perfect. One may wonder how to determine the max-
imum EDR and how to obtain optimal protocol in these
scenarios.

APPENDIX I
PROOF OF THEOREM 1

Consider the RED protocol 7* that achieves the optimal
entanglement rate. Let sz (1) and Ffj (1) denote the number
of EQPs =, and E}.; used for distributing =j.; after 7
time slots, respectively; let hf j (1) denote the number of EQPs
E;.; distributed by entanglement swapping that consumes &,
and Z}.; after 7 time slots. If (4,j) € &, let P;;(7) denote
the number of EQPs =;.; generated in Phase I after 7 time
slots. At the time slot 7', since the number of EQPs Z.; is
nonnegative, we have

>Rk

k€M {45}

Pij(T)1e(d, )+

> Y (FE(D+FLD).

kEN\{i,j}
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Taking the expectation on both sides and dividing them by 7',
we have

>

E{h},;(T)}
keN\{i,5}
1

> = > [E{FLM} +E{FD}]:

keN\{i,j}

. 1
pi:jlf(zvj) + ?

Note that the success probability for distributing Z.; by using
Zir, and Syj is gy, and FI5(T) = F(T). Hence,

, E{Fi¥(T)} + E{F}/(T
B{ht, (1)} = g S O} T EAR (D)
and we have
E Fik(1)} + E{F}/(T
pile(i i)+ > { }ZT (M)}
k’GN\{m}
1 i i
> 7 2 [E{Fii )} +E{F D} a8)
keN\{i,j}
Let
’Lj - _E{F ( )}

Evidently, f ik satisfies the definition of the eflow. Moreover,

{fEF i, g, k 6 N} defined above satisfies the constraint (2)
using (18). One can also easily verify that { ff 20,5,k € N}
satisfies the constraints (3)-(4). Therefore, { f]k ciy 5, ke N}
is a feasible solution of .
Note that
T
S el (r) = Pu(Dle(s )+ 3 hE(T)
=1

keN\{s,t}

and hence

7 2 ElEE )

= %E{Pszt(T)}lg(s,t) + %

> E{h,(T))

keN\{s,t}
5 o BFE D) B{rET)
keN\{s,t} 2

Z%

keN\{s,t}

1
= ps:t1£(57t) + =

s:k k:t
= poile(s,t) + o + 1

which is exactly the objective function of &?. Let \* denote
the optimal value for &2. Since \* is the upper bound for
the objective function that corresponds to a feasible solution,
we have

T ZE{gs t

for all T'" and 7*. Taking the liminf over 7" on the left side,
we arrive at the desired result.

)} <X
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Fig. 12.  One of the directed cycles in G.

APPENDIX II
PROOF OF PROPOSITION 1

Consider the optimal solution { jf 24,7,k € N'} such that
the graph G corresponding to {f/F : i,j,k € N} has the
minimum number of edges. If the graph G has no directed
cycles, the proof is finished. Otherwise, we will find another
optimal solution of &7 and the corresponding graph of the new
solution has fewer edges compared to { ij ci, 5,k € N}
This will lead to a contradiction and finish the proof.

Consider one of the directed cycles in G as in Fig. 12,

consisting of nodes ey, i, | € Ki.x, where K
is the number of nodes in the cycle. For notational
convenience, let 1 = z9x1 and xo = xx42. Note

that the structure of entanglement swapping requires

that Card({xgl_l,xgl} n {J)QH_l,xgH_g}) = 1 and

Card({y2i—1,y21} N {@241,z242}) = 1, where yg_1

and yo; are shown in Fig. 12. From the definition of the edge,
T21—1:%21

we have that [, 200 > 0,1 € Kk
Consider a number §:

T2]—1:T2]
0= mln{ S “Hz,l S ICl:K}. (19)
Evidently 6 > 0. We construct a solution of & as follows:
FTo_1:T _ pTo_1:T
m22;+11112211+z - z;zl+11:m221’+2 -9, l €Kik
Y21—-1:Y21 — fY21-1:Y2 _ 5’ | € ICI:K

T2141:T21+42 T2141'T21+2
pitj _ pitg
fi:k - fi:k’
We next show { fjjk 21,7,k € N'} is an optimal solution of
Z. Regarding the constraint (2), if {i,j} = {zo_1,z2},

rik rkj
Z 1] + fi:jj
o ——
keN\{i,5}
- Pzglf(%]) -

for other eflows.

pijle(i, 7) +

0 A wo_3,221—2}N{x21_1,721}

itk k:j
vk g i
E qk = —

keN\{i,j}
Z _5q{$21—3,121—2}ﬁ{121—179621} + Z (f'Zi + flzg)
keN\{i,j}
>+ > (FH+RD)
keN\{i,j}
= > (FH+RD
keN\{i,j}
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Fig. 13.

Children of the non-isolated enode e1.2.

where the first inequality is because { f]k s, 5.k € N}
satisfies the constraint (2) and the second inequality is because
qr <1forall ke N.If {i,5} = {y2—1,y21}>

lk)+f

ZQk

keN\{i,j}

pi:j]-f(ivj) +

zk
o +f
pi:jlf(zaj)

Z%

EeN\{i,j}
ST
EeN\{i,j}
= Y (T

keN\{i,j}

vV

—5+

where the inequality is because {f7F : i,j, k € N} satisfies
the constraint (2) and the fact § > 0. If {i,j} # {@xo—1, 2z}
and {i,7} # {y2—1,y2:}, then the constraint (2) trivially
holds. Regarding the constraint (3), since fra  zois =

Yhidn., > 0 and § is selected according to (19), the
constraint (3) holds.

The constraint (4) also trivially holds since f;’’ " = 0 and the
enode eg.; does not belong to the set {emfl_m,eyzklzyzl e
K.k }. Using the same argument, one can show that the value
of the objectlve function remalns unchanged if fi¥ is replaced
with fw . This proves that { ¥ : i, 5,k € N} is an optimal
solution of Z.

One can easily find that replacing {f;} : i,j,k € N}
with {?Jk : 4,J,k € N} does not add additional edges
in the corresponding graphs. Moreover, due to (19), at least
one of the elements in {f;27'72, ., € Kux} is zero.
Consequently, the graph corresponding to the optimal solution

{fk j 24,7,k € N'} has fewer edges than that corresponding

to { ij : 1,7,k € N'}. This gives the desired contradiction
that {fZF :4,j,k € N} has the minimum number of edges

and finishes the proof.
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APPENDIX III
PROOF OF PROPOSITION 2

Consider the optimal solution { ffjk}”ke A that has the
minimum number of edges. Proposition 1 shows that the
associated graph is acyclic. We will prove that this optimal
solution is efficient by contradiction.

Suppose there exists a non-isolated enode ej.o in G
that is not an ancestor of e,.;. Consider the children of

€1:2, denoted as €lizyyClizgs -+ Clizpys 62:y1~;462:y2; sy €2y
shown in Fig. 13. We construct a solution { f]k 4,5,k e N}
as follows:
0 if e;.; 18 a descendant of e1.o
ik 0 if e;; is a descendant of eq.2
“) o if €55 = er.2
ik :
;i otherwise.
Evidently, the graph G corresponding to { 20,5,k € N}

can be obtained from G by removing some edges so that the
enode e1.o does not have descendants in G. We next show that
{?jk 4,7,k € N} is an optimal solution of Z. One can
find that the constraints (2)-(4) trivially hold. Regarding the
objective function, consider f5F for some k € N If f3F > 0,
then e,.; is a descendant of eg.;. Since eg.¢ is not a descendant
of el .2, €51 18 not a descendant of el .2. Consequently, f; fok —
f oI fgt = 0, then fgt = fsik tr1v1a11y This shows that

= f3k for all k € N. Snmlarly, kit = fEL for all
k: e N. As a result,

Fs:k Fk:t s:k k:t
s:t + fs:t _ s:t + s:t
O R
keN\{s,t} EeN\{s,t}
1 j, k € N} is the optlmal solution of Z.
However, the graph g corresponding to { j Jk Diyj,k € N}
has fewer edges than G, leading to the desired contradiction.

showing that { 7

APPENDIX IV
PROOF OF THEOREM 2

The proof of Proposition 1 and Proposition 2 shows that
we can construct an optimal solution of &2, denoted as { f:¥
i,7,k € N}, such that the graph G corresponding to { 1} :
i,7,k € N'} is acyclic and efficient. We will show that given
{ ij : 1,7,k € N'}, we can provide an optimal solution of
Ps, denoted as { ;’jk 24,5,k € N} and {a;.; : (4,75) € E}.

We will start from the solution {& : 4,5,k € N} and
{t;; : (i,7) € £}, where f , Vi, j,k and 4;.; = 1,
Vi, j. Evidently, the solutlon { i j 24, J,k € N'} satisfies the
constraints (2)-(4), but { fZ : 4, j,k € N'} and {ds,; : (i,5) €
£} may not satisfy the constraints in %?;. We next update each
of the enodes. Here, for an enode e;.;, updating e;.; means
updating the incoming eflow of e;.; ﬁ:‘j’?, ke N\ {ij} and
determining 1;.;. After updating an enode, we will make sure
that three requirements are satisfied: 1) conditions (5)-(8) hold
for all the updated enodes; 2) conditions (2)-(4) hold for all
the nodes; and 3) the value of the objective function remains
unchanged. In this way, after updating all the enodes, we will
obtain a solution of &5 with the same optimal value of Z.

We first update 1solated enodes If ei:;; 1s an isolated enode
in G, then we set f f = —”—Oanduw—o
Note that such an update satlsﬁes the three requirements in
the previous paragraph.

We then update the ancestors of es;. Since G is acyclic,
we can determine a topological ordering of G starting from
es:x and update the nodes with the order. For an enode e;.;,
since the condition (2) holds as required we have

1, k
- + i
pi:jlf(zvj)+ Z [0 ———
keN\{i,j}
> N (fHARD), i jeN.
keN\{i,j}
We then determine ;.; and update the incoming flow ~ij and

ffjj as follows:

D ke, j}(ﬁ-zi + fﬁ:j‘)

Qi:j — zk

pi;jle(i, J)“‘Zke/\f\{m} ar ([ + )/2
~ : ik rk:
ui:j_)g’t-ﬁ fl]k_>91] 'ij’ fzjj Qij 'ij'

One can easily verify that such an update satisfies the three
requirements. This finishes the proof.

APPENDIX V
PROOF OF PROPOSITION 3

We show that

h(N) = g(N) (20)

for all N € N by induction. The base case with N = 1
can be easily verified since h(1) > 1. For the induction step,
suppose (20) holds for N =1,2,..., N;. We next show that
(20) holds for N = Ny + 1.

Evidently, the EQP =.n, 41 is distributed based on entan-
glement swapping between EQPs =y, and =, 4+ for some
a € Ki.n,. Let x, denote the fraction of the EQPs Eo.n, 41
that is distributed based on entanglement swapping between
=0, and . N, +1. For a fixed a, we consider the expected
numbers of crude entanglements required to distribute one
EQP =y, and one EQP Z,.x,+1. These two numbers can
be lower-bounded by h(a) and h(Ny + 1 — a). Then

Z zq[h(a) + h(N1 + 1 —a)]

a€ki: Ny

> zafgla) + g(N1 +1-a)]

a€li:ny

Z Lq, qg(N1+1)

a€ki: Ny

= Z L Q(N1+1)

a€li:ny
=g(NM +1)

h(N1+1) >

v

vV
RI= RQR= Q=

where the first inequality has been explained, the second
inequality is because of the induction hypothesis, the third
inequality is because of Lemma 1 below, and the second
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equality is because ZaeKl;Nl rq = 1. This completes the
proof for (20) for all N € N,.

Lemma 1: For K, M € N,

o) +900)
q
Proof: See Appendix VI. (]

(K + M). 1)

APPENDIX VI
PROOF OF LEMMA 1
Without loss of generality, we assume K < M. We prove
(21) in three cases: K = M; K =M —1;and K < M — 2.
Case I: K = M.
Let k = [log, K| — 1. Then

g(K) +g(M) _ 2

= —g(K)
q q
C22(K —27)+ (2 — K) ¢
- a P!
22K — 2Ky 4 (282 _2K) ¢
- qk+2
= 9(2K)
=g(K+ M)

where the fourth equality is because k = [log, 2K — 2.
Therefore, the inequality (21) holds.

Case 2: K = M — 1.

Let k = [log, K] — 1. We discuss two subcases: K = 2~+1
and K < 281 If K = 2%, then

gK) +g(M) _ 2(K —2%) + (2" — K)q
q - g2
N 2(K +1—2F1) 4 (2H2 - K —1)q
k+3
q
2+ (2k+1 _ 1) q
qk+3

2k’+1
= P
24 (282 —1)¢q
o qk+3
202K 41 —2F2) 1 (23 —2K — 1) ¢
qk+3

=g(2K +1)
=g(K+ M)
where the first equality is because k + 1 = [logy M| — 1 and

the fifth equality is because k + 2 = [log, (K + M)] — 1.
If K <251, then

gK) +9(M) _ 2(K —2%) + (2" — K)q
q - qk+2
20K +1-2") + (2F1 - K —1)q
+ gk +2
202K 41 — 2k 1 (2F42 2K — 1) ¢
- g2
=g(2K +1)
=g(K+ M)
where the third equality is because k£ + 1 =

[log, (K 4+ M)] — 1. Therefore, the inequality (21) holds.
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Case 3: K < M — 2.

Note that

K+1 K)— 24
g(K +1) —g( )*m
2—gq

= Moga M1 — g(M) —g(M —1) (22)

where the equalities can be verified by some calculation, and
the inequality is because K +1 < M and 2 — g > 0. The
inequality (22) implies
9(K) +g(M) = g(K +1) + g(M —1).
Similarly, we have
9K +1)+g(M —1) > g(K +2) +g(M —2)

provided that K + 1 < (M — 1) — 2. Such a process can be
repeated and we will have

9(K) + g(M)
2g(K;M) if K+ M e Z
(K+]2‘4_1)+9(K+g4+1) if K+ M e Z,.

The results from Case 1 and Case 2 show that

q9(K + M)

) 2g(K—;M) if K+ Me Z
(7K+g4_1)+ (7K+24+1) if K+ M € Zo.

Combining the results above, we have that the inequality (21)
holds in Case 3.

APPENDIX VII
PROOF OF PROPOSITION 4

We next show that
ho(N) > go(N)
he(N) > go(N)

(23)
(24)

forall N € N4 by induction. The base case with NV = 1 can be
easily verified since ho(1) > 1 and he(1) > 0. For the induc-
tion step, suppose (23) and (24) hold for N = 1,2,..., Ny.
We next show that (23) and (24) hold for N = Ny + 1.
Evidently, the EQP =Y., 41 is distributed based on entan-
glement swapping between EQPs =Y., and =,.,+1 for some
a € Ki.n,. Let z, denote the fraction of EQPs Z.n,+1 that is
distributed based on entanglement swapping between =j., and
Z..N,+1. For a fixed a, we consider the expected numbers of
odd crude entanglements required to distribute one entangled
pair =y, and one EQP =, .n,41. If a € Z,, these two
numbers can be lower-bounded by h,(a) and he(N7 + 1 —a),
respectively; if a € Z,, these two numbers can be lower-
bounded by ho(a) and ho(Ny + 1 — a), respectively. Then

hoMi41) > S aa[ho(a) + he(Ni +1—a)]
q a€li:ng N Zo
+ % > alhola) + ho(N1 +1—a)]

QEKI;NlmZe
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v
|

2.

a€ki:N, N Zo

1
+E Z

QEKI:NlmZe

>

a€ki:N, N Zo

+12

q QEKI:NlmZe

= Z xago(Nl + 1)

a€li: Ny
= QO(Nl + 1)

where the first inequality has been explained, the second
inequality is because of the induction hypothesis, the third
inequality is because of (27) and (29) in Lemma 2 below, and
the last equality is because xq = 1. Similarly,

Tq [QO(G) +ge(N1 +1— a)}

Tq [go(a) + go(Nl +1- a’)]

v
Q| =

Tq q go(N1 +1)

Tq q go(N1 +1)

(25)

a€ki:ng

he(N1 +1) :é S a[he(a) + ho(Ni +1—a)]
a€li:ng N Zo
+ % > alhe(a) + he(Ny + 1 — a)]

GEKI;NlmZe
DY
anICLNlﬂZo
GEKI;NlmZe
DY
anIﬁ;NlﬂZu

>

a€ly: N, N Ze

= Z xage(Nl + 1)

a€li:ny
= ge(Nl + 1)- (26)

Equations (25) and (26) complete the proof for (23) and (24)
for all N € N,.
Lemma 2: For K, M € N;. If K € Z,, then

9go(K) + go(M)

v

Tq [ge(a) + go(Nl +1- a)}

1
4z

q Tq [ge(a) +ge(N1 +1— a)}

Y

Tq q ge(N1 +1)

1
4z
q

Tq q ge(N1+ 1)

. > go(K + M) (27

K M
ge( )‘;ge( ) > ge(K+M). (28)

If K € Z,, then

o( K o( M
% > go(K + M) (29)

o( K o( M
% > go(K + M). (30)
Sketch of the Proof: See Appendix VIII. 1

APPENDIX VIII
SKETCH OF THE PROOF OF LEMMA 2

We only prove the first inequality (27) and the proof for the
remaining inequalities is similar.

Recall that K € Z.. We prove (27) in three cases: M € Z,;
Me Zoand K > M —1;and M € Zy, and K < M — 1.

Case 1: M € Ze.

Since K € Z, and M € Zo, K + M € Z.. Then

go(K) + 9o (M) _ g(K) +g(M) (31)
q 2q
> M = go(K + M) (32)

where the equalities are due to the definition of ¢(-) in (16),
and the inequality is due to Lemma 1.

Case 2: M € Zo, and K > M — 1.

We have that

go(K)+go(M) _ go(K)+go(M+1) q_]-
q B q qm?
q—1
> go(K + M +1)+ prTES:
N 1—g¢q q—1
= go(K + M) + JTog; (DT + e
> go(K + M)

where m = [log, M| — 1. The equalities are due to the
expression of g¢o(-) and the fact that M + 1 € Z. and
M+ K € Z,; the first inequality is due to the proof in Case 1;
and the last inequality is because

[logy(K + M)] > [logy(2M — 1)] = [logy(2M)] = m + 2.
Case 3: M € Zo, and K < M — 1.
Since K € Z¢ and M € Z,, we have K < M — 3.
2—gq
2q[10g2(K+1ﬂ

2—q
2082 (K121
2—q
- qﬂOgQ(KJFQﬂ
2—q

- q[logQ(]Wflﬂ
2—q

= Moea(M=2)]
1 1—gq

- q[lng M1 q[lng(Jw_Qﬂ

= go(M) - go(M - 2)

go(K + 2) - go(K) =

(33)

where the equalities can be verified by some calculation, and
the second inequality is because K < M — 3 and 2 — g > 0.
The inequality (33) implies

go(M) + go(K) > go(M - 2) + go(K + 2)
Similarly, we have
Go(M —2) + go(K 4 2) > go(M — 4) + go(K +4)

provided that K + 2 < (M — 2) — 3. Such a process can be
repeated and we will have
K+M-1 K+M+1

9o (M) + gol(K) = go( —5—) + 90 (—5—).
Since M € Z, and K € Z, one of (K + M £1)/2 is odd
and the other is even; their difference is no more than 1. The
result from Case 2 shows that

K+M-1 K+M+1
Yo ( ) o (7

> K+ M).
5 5 )_qgo( + M)
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Combining the results above, we have that the inequality (27)
holds in Case 3.
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